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ABSTRACT

In recent decades, due to global warming and climate change, we have witnessed ever-growing occurrences of natural disasters such as flooding, tornadoes, earthquakes, and wildfires. As such, it is more important than ever to provide emergency response personnel with accurate and timely information for their effective responses to crises. Among the variety of information which is needed for emergency responses and managements, it is vital that response personnel get informed in a timely manner as to where and how severely a building is damaged so that rescue efforts can be the most effective. However, challenges remain despite a great deal of effort in the field of image classification for disaster response. In this work, a promising approach based on deep learning is proposed to detect damaged buildings on high-resolution satellite imagery. By utilizing generic data augmentation, the proposed approach overcame the problem of limited training data popular in many remote sensing applications. A fine-tuning strategy is proposed to use transfer learning with a pretrained model for the task of interest. The experiments with imagery of Port-au-Prince, Haiti demonstrated the proposed method is effective when training data is limited. The Convolutional Neural Network (CNN) model with augmented training data can achieve 83% accuracy in detecting damaged buildings, greatly improved from 53% with the original training data. Future work would be focused on exploring automated methods to acquire larger training datasets and model generalization by investigating more robust data augmentation techniques.
# TABLE OF CONTENTS

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title Page</td>
<td>i</td>
</tr>
<tr>
<td>Abstract</td>
<td>iii</td>
</tr>
<tr>
<td>Table of Contents</td>
<td>v</td>
</tr>
<tr>
<td>List of Figures</td>
<td>vii</td>
</tr>
<tr>
<td>List of Tables</td>
<td>ix</td>
</tr>
<tr>
<td>Acknowledgments</td>
<td>xi</td>
</tr>
<tr>
<td>Dedication</td>
<td>xiii</td>
</tr>
<tr>
<td>Chapter 1 INTRODUCTION</td>
<td>1</td>
</tr>
<tr>
<td>Chapter 2 LITERATURE REVIEW</td>
<td>9</td>
</tr>
<tr>
<td>Chapter 3 DEEP CNN FOR DAMAGE DETECTION</td>
<td>25</td>
</tr>
<tr>
<td>3.1 Residual network</td>
<td>26</td>
</tr>
<tr>
<td>3.2 Basic Architecture of ResNet152</td>
<td>30</td>
</tr>
<tr>
<td>3.3 Accuracy Assessment</td>
<td>31</td>
</tr>
<tr>
<td>3.4 Model Fine-Tuning</td>
<td>34</td>
</tr>
<tr>
<td>Chapter 4 EXPERIMENT STUDY</td>
<td>39</td>
</tr>
<tr>
<td>4.1 Sample Datasets</td>
<td>39</td>
</tr>
<tr>
<td>4.2 Experiment Implementation</td>
<td>42</td>
</tr>
</tbody>
</table>
4.3 Result Discussions ........................................................................................................46

4.4 Generalization Performance Test of the Fine-Tuned DA Model...............................48

Chapter 5 CONCLUSIONS AND FUTURE WORK .........................................................53

REFERENCES .................................................................................................................55
LIST OF FIGURES

Figure 1. Image segmentation (right) of a small subset of an orthophoto (left) of the city of Salzburg, Austria.......................................................................................................................... 12

Figure 2. Taxonomy of machine learning techniques.................................................................................................................. 14

Figure 3. Possible hyperplanes for linearly separating data (a) and the optimum hyperplane and support vectors (b). .................................................................................................................. 16

Figure 4. The learning flowchart of the SVSA algorithm, 1 and 2 refer to the selection and adaptation process, respectively.................................................................................................................. 17

Figure 5. A schematic representation of a Random Forest.................................................................................................................. 20

Figure 6. An example of a pooling layer with a max pool of 2x2 window and a stride of 2, used for downsampling. .................................................................................................................. 22

Figure 7. Overview of the proposed methodology. .................................................................................................................. 26

Figure 8. Residual learning: a building block of convolution layers. .................................................................................................................. 28

Figure 9. ResNet152 building block. .................................................................................................................. 31

Figure 10. The basic architecture of ResNet152.................................................................................................................. 31

Figure 11. Example of augmented images after the original sample image is rotated 72 degrees consecutively.................................................................................................................. 37

Figure 12. Sample data locations and categories (orange - training, yellow - validation, red - testing A, blue - testing B). .................................................................................................................. 40

Figure 13. The top left image is the original image from the WV2 satellite with the boundary used for image chip extraction. The top middle image is that of the extracted and padded image. The other images show the DA results with 72-degree rotation consecutively. .................................................................................................................. 41

Figure 14. Graph comparing data augmentation and original model training results. .................................................................................................................. 44

Figure 15. Graph comparing DA and original model statistics. .................................................................................................................. 47

Figure 16. Testing B samples. Red shows damaged buildings and blue shows buildings with no damage. .................................................................................................................. 49

Figure 17. Comparison of Testing A to Testing B.................................................................................................................. 51
LIST OF TABLES

Table 1. Summary of the amount of training, validation, and testing samples to be used in the fine-tune process. .................................................................................................................................................. 42

Table 2. DA model training return showing training and validation loss. ............................................... 43

Table 3. Structure for a 2x2 Confusion Matrix. ............................................................................................................ 45

Table 4. Confusion matrices of training+, validation, and testing predictions (DA). .................. 47

Table 5. Comparison of building footprint areas. ........................................................................................................ 50

Table 6. Testing B confusion matrix....................................................................................................................................... 51
ACKNOWLEDGMENTS

I would like to express my gratitude to my advisor and committee chair Dr. Caixia Wang for all her hard work advising me through undergraduate and graduate school as well as advising me on my thesis. Without her advice, this thesis would not be possible. I would also like to thank my committee members Dr. Kenrick Mock and Dr. Tom Ravens for their support and feedback. I would also like to extend my sincere thanks to the Arctic Domain Awareness Center, in particular Executive Director Randy “Church” Kee and Education and Administration Manager Elizabeth “Ellee” Matthews, who supports me to pursue a Master of Science degree.
DEDICATION

This thesis is dedicated to my family without whose support this thesis would not be possible. To my mom and dad, Rebecca Mettert and Matthew Goers, to my stepparents, Jeffery Mettert and Carla Goers, to my siblings, Kyle and Schyler Goers, and to my grandmother, Melissa Goers.
Chapter 1

INTRODUCTION

Remote sensing in disaster management has been maturing since the use of cameras on monoplanes during the First World War (Cable, 2015). In recent decades, due to global warming and climate change, we have witnessed ever-growing occurrences of natural disasters such as flooding, tornadoes, earthquakes, and wildfires. According to the United States Geological Survey, between the years 2000 to 2012, there have been 807 US earthquakes above a magnitude 5.0 and worldwide there have been 23,608 earthquakes with an estimated 789,677 deaths (United States Geological Survey, n.d.). As such, it is more important than ever to provide emergency response personnel with accurate and timely information for their effective responses to crises. For example, Hurricane Harvey, which impacted Texas in 2017, caused an estimated $125 billion in damage while the 2010 Haiti earthquake caused between 220,000 and 250,000 deaths, according to the United Nations (Kolbe et al., 2010). With an estimated 250,000 residential and 30,000 commercial buildings collapsed or destroyed after the Haiti earthquake, remote sensing data was among the most cost effective and accurate sources of data because of its wide coverage, availability, and temporal frequency (E. Hussain et al., 2011). Emergency response is a race against time and when responders lack timely and accurate information, lives are lost (Turker & Sumer, 2008). A report detailing the medical response of the 1995 Kobe, Japan earthquake suggested that there was a drastic reduction in the number of people who survived after being rescued from collapsed buildings as time increased (Comfort, 1996). Information garnered from remote sensing data greatly assists response personnel in rescue and relief efforts and damage assessment efforts (E. Hussain et al., 2011). It is vital that response personnel get informed in a timely manner as to where and how severely a building is damaged so that rescue efforts can be the most effective.
Among the variety of information which can be derived from remote sensing, the locations of damaged buildings and their severity of damage have been demonstrated to be key information for saving lives. Many studies have used satellite or airborne images to detect damaged buildings. For example, Duarte et al. (Duarte et al., 2018) conducted a study on the use of multi-resolution satellite and airborne imagery, both manned and unmanned. This study developed a convolutional neural network-based approach to detect and classify building damage while achieving an accuracy of between 89.8% and 94.4% (Duarte et al., 2018). Janalipour and Mohammadzadeh explored the use of QuickBird satellite imagery to detect damaged buildings after the Bam Earthquake in Iran with a four-stage approach. First, two preprocessing steps were implemented that included a vector map update, which used pre-event images, and a post-event image georeferencing with the updated vector map (Janalipour & Mohammadzadeh, 2016). The second stage consisted of a pixel-based classification and segmentation on the post-event image, labeling the segments. The third stage derived the geometric properties such as area, convexity, and rectangular fitting for these segments (Janalipour & Mohammadzadeh, 2016). Finally, in the fourth stage, a decision-making system was developed based on the adaptive network-based fuzzy inference system, or ANFIS. The fuzzy interference system is a hybrid learning process, which integrates both neural network and fuzzy logic principles (Abraham, 2005). Apart from standard logic being limited in concepts that are completely true or completely false, fuzzy logic is more generalized to have a degree of truth between 0.0 and 1.0 to support inherently vague concepts (Elkan, 1999). Thus, the ANFIS model is more adaptive to estimate building damage levels that are inherently vague. A “sensitivity analysis” was proposed to optimize the ANFIS model characteristics generating a building damage map (Janalipour & Mohammadzadeh, 2016).
Furthermore, social media data has become useful in both developing situational awareness and in crisis response planning, as it has become popular and widely available in recent years, though the majority of these studies have been conducted on text-based posts (Alam et al., 2017). One study, investigating the relevant indicators of social media messages, discovered that on-topic social media messages with images are significantly closer to the disaster event than on-topic social messages without images (Peters & Porto De Albuquerque, 2015). Thus, disaster-relevant messages tend to be closer to the disaster event (Porto De Albuquerque et al., 2015), and the classification of damage levels of social media images is very relevant to situational awareness (Peters & Porto De Albuquerque, 2015). An example of this was the use of georeferenced social media images during the 2013 River Elbe flood in Germany. Social media users during a disaster, who are local to an event, are more likely to provide timely and direct data useful for improving situational awareness (Starbird et al., 2012). People in directly affected areas post about their survival related topics while people who are more remote post about “secondary effects” such as transportation issues and nuclear plant risks, illustrating concerns about indirect and future impacts from the disasters (Acar & Muraki, 2011). Albuquerque, et. al. found that relevant tweets related to the flood were 11 times more likely to occur near flood-affected catchment (Porto De Albuquerque et al., 2015). The usefulness of this type of data has been recognized by a number of organizations. For example, fire agencies in Australia are aware that social media imagery can provide significant time-sensitive data to empower them to make critical decisions. However, there are a number of barriers when utilizing social media data for disaster responses ((Lagerstrom et al., 2016),(Starr Roxanne Hiltz et al., 2014)). One study, by Hiltz, et. al. (Starr Roxanne Hiltz et al., 2014), discovered that after several interviews of emergency managers, there were three major barriers for the use of social media. The first major barrier is the lack of personnel and time to
work on the use of social media. A number of interviewees suggested that their emergency response teams are limited in size. With the limited number of personnel available, teams do not have the time or resources to monitor social media sites like Twitter (Starr Roxanne Hiltz et al., 2014). The second major barrier is the lack of policies and guidelines. Many emergency managers have stated that their government organization either does not have any standard operating procedures or that such procedures are outdated when it comes to resourcing social media. Many have also reported that social media accounts like Facebook and Twitter are blocked on their government computers (Starr Roxanne Hiltz et al., 2014). The third major challenge put forth by Hiltz et. al. is the trustworthiness of the data and lack of appropriate technology. One interviewee said that social media information “tends to be inaccurate” and “there is no way to control it” (Starr Roxanne Hiltz et al., 2014). Also, the large amount of social media posts made during a crisis event would be burdensome for processing (Starr Roxanne Hiltz et al., 2014).

Nevertheless, two general challenges remain despite a great deal of effort in the field of image classification for disaster response. One lies in the availability of data resources for analysis, and another is deriving accurate and actionable information. Aerial imagery has been extensively used in the detection of damages due to its high spatial resolution (Joshi et al., 2017), but the image swath can only cover a limited area. Additionally, flight operations may be costly. Satellites, on the other hand, can collect larger swaths of land in a single path. One crucial bottleneck for the acquisition of satellite data is the location of the satellite. If the satellite does not pass over the impacted area, it will have to be programmed to that location. If a satellite location causes large acquisition angles, this may cause image distortion, leading to poor georeferencing and limiting the users ability to co-register the imagery with other important data sets (Rathje & Adams, 2008). During a limited timeframe scenario, a compromise must be reached among response time,
analysis depth, and mapping accuracy (Voigt et al., 2011). High resolution data may be too massive to process for a large region (Rathje & Adams, 2008), often though, sub-meter imagery is used for assessment (Voigt et al., 2011). It is common practice, however, to quickly derive a preliminary damage assessment map with the initial data and then the initial estimates are refined with additional available data (Voigt et al., 2011). With a nadir, or the point at which a vertical line drawn from the sensor to the image plane it intersects (Wolf et al., 2014), view of the ground, satellite and aerial imagery can only capture the rooftops of buildings at a resolution that may be difficult to identify collapsed or partially collapsed roofs ((Rathje & Adams, 2008),(Maruyama et al., 2014)).

To overcome the limitation of the nadir view, many research studies makes use of social media images ((Alam et al., 2017), (Cervone et al., 2016),(Q. Huang & Xiao, 2015),(D. T. Nguyen et al., 2017)). Social media imagery offers emergency response personnel the ability to harness a multitude of on-the-ground data (Cervone et al., 2016). While social media posts are often published without scientific intent, it is still possible to offer important information (Cervone et al., 2016). Social media data can provide timely damage information, help in rescue and relief operations, and help improve situational awareness (Cervone et al., 2016). One of the largest challenges when dealing with social media data is the heterogeneous nature of the data, which overwhelms the capacity of the human analyst ((Cervone et al., 2016),(Q. Huang & Xiao, 2015)).

Because of the timely need for damage information immediately after a natural disaster, the initial analysis of remote sensing data may be compromised, and more time will be needed to make a more in-depth analysis (Rathje & Adams, 2008). Rathje and Adams proposed a multi-level approach in which lower resolution data, which have faster processing times, at a larger scale, are used first to develop rapid observations of damage over a large area. Then, higher resolution data
is used to refine and improve the initial damage estimates. Additionally, they propose that observations from a number of resolutions can lead to a more comprehensive assessment (Rathje & Adams, 2008). Nguyen et.al. (D. T. Nguyen et al., 2017) tried to tackle the issue by using data from previous disasters to train the algorithm to predict damage levels on images of the current disaster. Their machine learning-based approach analyzed imagery from social media feeds from four separate natural disaster events using a convolutional neural network algorithm with domain-specific fine-tuning to classify images. However, two main challenges remain that need improvement for the future: the low prevalence of training data, and the labeling of that data by humans, which consumes valuable time (D. T. Nguyen et al., 2017). Alam et. al. (Alam et al., 2018) proposed to combine human and machine computing to process social media images. They introduced an image processing pipeline where the images are collected from Twitters API in real-time. In the work, two image filters are implemented to reduce noise in the dataset. First, a relevancy filter which discards images that are not relevant to their study and second, a de-duplication filter which discards duplicate or near-duplicate images. One shortcoming discovered from this pipeline approach was the large volume of social media data to be processed and labeled. Deficiencies in labeled data can cause problems in the subsequent automatic classification procedures. The study recruited many volunteers to label images for purposes of quality data labeling. These images then passed through a classification module, along with un-labeled images, to classify the image into classes (Alam et al., 2018).

In the following chapter current state-of-the-art techniques and challenges in detecting damaged buildings will be reviewed and summarized. The purpose of this work is to develop a timely system for the classification of damaged infrastructure after a natural disaster given limited training data. Chapter 2 will review the most current literature in image classification taking a
focus on post-natural disaster imagery. Chapter 3 will discuss the residual network convolutional neural network, common network accuracy assessment found in literature, and model fine-tuning. Chapter 4 discusses the experimental study including data, implementation, results, and model generalization. Finally, Chapter 5 will conclude the thesis with an overview of future work.
Chapter 2

LITERATURE REVIEW

As discussed in the previous section, two main challenges remain concerning image classification for damage assessment: the availability of data resources and the timely gathering of accurate and actionable information. In this section, prevailing work addressing these challenges was reviewed, ranging from the fundamental pixel-based approaches to the advanced deep learning methods. Discussions about further work development has also been included.

Pixel-based techniques rely on the spectral characteristics of surface features of multiple or hyperspectral images. A pixel is the most basic unit of image analysis. In a pixel-based approach, pixels are exploited mostly without considering their spatial context. Therefore statistical operators are used to evaluate a single pixel in an image consisting of possibly thousands or millions of pixels (M. Hussain et al., 2013). Generally, pixel-based classification can be segregated into two categories, unsupervised classification and supervised classification (Li et al., 2014). Using unsupervised classification on an image, pixels are divided into a number of classes based on the pixels’ natural grouping. This technique is accomplished without the assistance of any training data or prior knowledge of the study area (Li et al., 2014). Two of the most common algorithms are the k-means (and its variants) and the Iterative Self-Organizing Data Analysis (ISODATA) technique ((Li et al., 2014), (Ouyang et al., 2011)). K-means clustering follows three general steps as described by Zhao et. al. (Zhao et al., 2018). The first starts by initializing k cluster centroids (classes), then assigning each sample (pixel) to its closest centroid, and finally recomputing the centroids based off the assignments in step two. ISODATA is an iterative technique that uses Euclidean distance to measure the similarity of samples to their classes ((Zhao et al., 2018), (Rollet et al., 1998)). The purpose of ISODATA is to assign the pixel spectral pattern
vector into one of several classes. The k-means algorithm is similar, but with additional heuristics that determine the splitting or merging of clusters. If a cluster has a variance that is greater than a pre-selected threshold, the algorithm will split the cluster. Otherwise, it will merge the clusters (Dhodhi et al., 1999), (Wang et al., 2014). Supervised classification requires human supervision. An image analyst must select sample sites on an image that is representative of known, human-defined classes. The spectral properties of each pixel in the image are then compared to the human-selected training data (Li et al., 2014). The Maximum Likelihood Classifier (MLC) outperforms other supervised classifications algorithms (Sisodia et al., 2014). The classifier generates a probability density function for each class and during the classification phase all pixels are assigned to a class based on the likelihood of that pixel occurring within each probability density function (Sun et al., 2013). Pixel-based approaches are less time-consuming compared to object-based classification (Duro et al., 2012). However, their classification exhibits the so-called “salt-and-pepper” effect (Ouyang et al., 2011), (Estoque et al., 2015)). This effect can be described as erroneously classified pixels in an area of correctly classified pixels. Additionally, pixel-based approaches only consider spectral information while neglecting textual and contextual information (Qian et al., 2007).

In contrast, object-based image classification does not directly operate on individual pixels but on homogeneous and spatially contiguous groups of pixels, or objects (Qian et al., 2007). Pixel grouping is achieved by an image segmentation process which can be classified into three major image segmentation areas according to Haralick and Shapiro (Haralick & Shapiro, 1985): spatial clustering, thresholding, and region growing. As the accuracy of the image segmentation has a direct influence on the image classification (Qian et al., 2007), the best practice to evaluate the performance of segmentation is for the human analyst to interpret the results (Estoque et al.,}
After affirming the segmentation results, the next step is classification of the generated objects. Improved classification accuracy can be obtained by employing a number of different image characteristics such as context and texture, and not solely relying on a series of pixel spectra. Image context, as described by Blaschke (Blaschke, 2004), relies on a summary description of the relationships between multiple pixels or multiple classes, while image texture describes the spatial variation of pixel values. Alongside texture, other information can be analyzed from the immediate surrounding neighborhood of pixels, with result being assigned to a singular, central pixel such as spectral information. The K-Nearest Neighbor (KNN) classifier is one of the most popular object-based classifiers, although it can be utilized for pixel-based classification. The KNN algorithm classifies objects based on the nearest training samples (Cover & Hart, 1967). An object is classified based on the labels of its k nearest neighbors by a majority vote. When the majority votes result in a tie, meaning that the object could be in either of the two classes, the algorithm applies a Euclidean distance calculation. KNN performs well with multi-modal classes. However, it uses all the features equally in computing for similarities leading to classification errors (Kim et al., 2012). A great deal of work has demonstrated that object-based classifiers perform better than pixel-based ones. Platt and Rapoza (Platt & Rapoza, 2008) compared the MLC and KNN algorithms using models that both did and did not incorporate expert knowledge. They showed that the object-based model using both the KNN algorithm and expert knowledge gave the best accuracy results of 78%, while the best pixel-based approach only achieved an accuracy of 64%. Myint et. al. (Myint et al., 2011) compared MLC with KNN using QuickBird imagery to classify urban land cover. They achieved a 90.4% accuracy with their KNN classifier and a 63.3% accuracy with their pixel-based MLC classifier on their original image. They also tested using the same classification strategies on another image with different environmental variables. In this case,
the pixel-based classifier had a much-improved classification accuracy of 87.8%. However, the object-based approach had an accuracy of 95.2%, still better for the classification of urban environments. Yan et. al. (Yan et al., 2006) compared pixel-based and object-based approaches to detect and map surface coal fires to design firefighting plans. Clearly, the object-based approach was found to be superior to that of the pixel-based approach, having an accuracy of 83.25% and 46.48% respectively. Nevertheless, the image segmentation process (Figure 1 (Blaschke, 2004)) is critical for the performance of object-based algorithms and requires proper calibration of segmentation parameters (Estoque et al., 2015). This type of calibration analysis is more time consuming than the pixel-based approach. Sometimes it requires the analyst to go through the trial-and-error process (Duro et al., 2012). In addition, not all object features should be used in classification because information extracted from the segmented image objects usually have a high dimension and are usually highly correlated (Liu & Xia, 2010).

![Image segmentation](image.png)

*Figure 1. Image segmentation (right) of a small subset of an orthophoto (left) of the city of Salzburg, Austria.*
With the significant availability of images with higher spatial resolution, image classification becomes more complex, and thus, requires more versatile and robust classification techniques (M. Hussain et al., 2013). The pixel-based and object-based classification approaches rely on relatively simplistic approaches to describe and classify pixels and image objects. In recent years, because of the advancement of high-performance computation in both hardware and software, machine learning for image classification has enjoyed renewed popularity.

Machine learning is a subdivision of artificial intelligence and deals with the construction of algorithms to learn from data. A variety of algorithms have been developed ranging from Support Vector Machines, to Random Forests, to Artificial Neural Networks. Machine learning can be utilized for both unsupervised or supervised classification and regression of nonlinear systems (Figure 2 (Apruzzese et al., 2018)). These nonlinear systems can involve many data records with thousands of variables or attributes. From a set of data records, or data set, a training data set can be extracted to represent the entire dataset (Lary et al., 2016). In unsupervised machine learning classification, the classifier attempts to identify hidden patterns in unlabeled data by finding similarities between the records of a data set. In supervised machine learning classification, a mathematical model is trained to map input records into a particular known class (Maulik & Chakraborty, 2017). Following model training is a validation process which tests the model with a separate validation data set. The validation data set is used to evaluate the trained model and fine-tune the models’ parameters. The test data set is used to evaluate the final model once it is trained and fine-tuned (Shah, 2017). Of the many machine learning algorithms, Support Vector Machine, Random Forest, and Convolutional Neural Networks are among the most commonly used in damage classification ((Taskin Kaya et al., 2011), (Cooner et al., 2016), (D. T. Nguyen et al., 2017)).
The Support Vector Machine (SVM) algorithm, in its original form, is an algorithm for two-class classification, meaning that the algorithm, in its infancy, could only classify data into two distinct classes. It maps the input vectors into a high dimensional feature space. In this feature space, a hyperplane is created with properties that ensure a high generalization ability of the network (Cortes & Vapnik, 1995). The optimal separating hyperplane discriminates the data set
into discrete number of classes that minimizes misclassification attained during the training phase (Figure 3 (Kavzoglu & Colkesen, 2009)) (Maulik & Chakraborty, 2017). The implementation of a linear SVM assumes that the feature data are linearly separable. However, in practice, data points of different classes often overlap with each other making the basic linear decision boundaries insufficient. Kernel functions have thus been developed (Mountrakis et al., 2011). Non-linear kernels, like the radial-basis function, map the input to a higher spatial dimensional feature space where a linear decision boundary, via hyperplane, separates the classes. SVMs have the ability to handle small training data sets while often producing higher classification accuracy than traditional methods (Mantero et al., 2005). In addition, the SVM learning process follows a structural risk minimization scheme that minimizes classification error on unseen data without any previous assumptions made on the probability distribution of the data. Another benefit of the SVM model is its ability to strike a balance between accuracy on a limited amount of training data and the ability to generalize unseen data (Mountrakis et al., 2011). Essentially, this means the SVM can strike a reasonable balance between bias and variance. If the classifier has too many adjustable parameters (bias), it will likely learn the training data without difficulty, but it is unlikely that it will generalize properly for the unseen data patterns (Guyon et al., 1992). One challenge of the SVM model is the choice of an optimal kernel. Although there are many kernel functions, some are not optimal for certain remote sensing applications (Mountrakis et al., 2011). Research has shown that kernels such as the radial basis function and polynomial kernels produce different results when applied to satellite imagery (Zhu & Blumberg, 2002).
Anniballe et al. (Anniballe et al., 2018) assessed earthquake damage of very high resolution satellite imagery using the SVM method compared to the Bayesian Maximum A Posteriori method. The results from the two machine learning algorithms were compared to a ground survey. Among the features extracted from each building footprint image, textural and color features were found to be the most effective metric used for damage classification. The SVM algorithm slightly outperformed the Bayesian classifier with the accuracies of 96.8% and 96.2% respectively. Kaya et al. (Taskin Kaya et al., 2011) proposes the novel “support vector selection and adaptation (SVSA)” approach. The SVSA method is a supervised classification method for the classification of both linearly and nonlinearly separable data. This method consists of the selection and the adaptation stages. In the selection stage, the linear SVM is used to obtain support vectors from the training data set. These support vectors are then classified using the KNN algorithm. If the original label and the predicted label are different, then that support vector is
excluded, and the remaining vectors are called “reference vectors.” In the adaptation stage, the reference vectors are iteratively adapted to make them more representative of the training data by the nearest neighbor rule. In order to adapt the reference vectors, a random sample is selected from the training data and then the distance between this sample and the reference vectors are calculated using Euclidian distance. If the class labels are the same, the reference vector is moved toward the selected sample. Figure 4 below shows the learning flowchart proposed by Kaya et al. (Taskin Kaya et al., 2011). Using this novel approach to classify damage, an 81.4% accuracy was achieved while only using post-earthquake imagery.

Figure 4. The learning flowchart of the SVSA algorithm, 1 and 2 refer to the selection and adaptation process, respectively.
When classifying damaged buildings after a natural disaster, the Random Forest (RF) algorithm has also been used. It is a machine learning approach that uses many decision trees (DT) (Figure 5 (Donges, 2018)) in order to overcome the disadvantages of a single DT. The RF approach generalizes multiple DT’s independently to identify a feature to achieve a more accurate and stable prediction ((Tin Kam Ho, 1995), (Donges, 2018)). A single record can be analyzed through many decision trees until a classification is made. Because there are many decision trees through which a single record is processed, a simple majority vote is taken leading to a final classification (Maxwell et al., 2018). In a single DT, a record starts at the root node traveling to decision nodes, finally ending at a leaf. At each node, a decision is made based on the variables in each record or on a predefined set of splitting rules. Once complete, the DT will assign a single label to the record, thus classifying it (Shalev-Shartz & Ben-David, 2014). A single DT may not be optimal, but by using many trees a more optimal solution may be reached. Each tree is trained on its own random subset of the training data, also only using a random subset of variables. Using only a subset of the training data and a subset of variables, each tree will be less accurate. However, it will also be less correlated thus making the whole RF more reliable (Maxwell et al., 2018). One of the advantages of a RF is that it reduces the danger of overfitting (Shalev-Shartz & Ben-David, 2014). Additionally, benefits of a RF include robustness to outliers and noise and built-in estimates of error and variable importance (Breiman, 2001). One problem of the RF is that by having many random trees, possibly hundreds, the ability to visualize the trees are effectively lost ((Maxwell et al., 2018), (Breiman, 2001)). Moreover, the RF algorithm can become time consuming based on the number and size of the trees estimated by $M(m*n*\log(n))$, where $M$ is the number of trees, $m$ is the total number of variables, and $n$ is the number of samples (Cooner et al., 2016). This means that the more trees or more variables or more samples that exist, the Random Forest runtime will
increase according to the equation shown. Cooner et al. (Cooner et al., 2016) used the RF algorithm, among others, to detect urban damage after the 2010 Haiti earthquake. The RF algorithm was compared to a developed Artificial Neural Network (DANN), which consisted of two hidden layers of 20 neurons with sigmoid activations and a binary softmax output layer, and the radial basis function neural network (RBFNN). After testing each of these algorithms, they showed that the DANN outperformed the RBFNN and RF models. The DANN had a building class omission error rate of 37.7% whereas the RF model had an omission error rate of 71.27%, where omission error rate refers to the portion of the incorrectly classified reference data as compared to the total reference data. The RF had the highest overall accuracy of 76.1%, but it severely underestimated the damage, while also having the longest runtime of 144.9 minutes. While the DANN algorithm outperformed the RF in a building-by-building assessment and required less training time (10.4 minutes), it required a larger number of training samples than the RF algorithm.
The Artificial Neural Network (ANN) is a computational model inspired by the structure of neural networks in the brain (Shalev-Shartz & Ben-David, 2014). A standard neural network consists of many simple, connected neurons, each of which produces a sequence of activations. These neurons are activated through sensors perceiving the environment through weighted connections from previously activated neurons. The first and simplest type of network was the feedforward neural network (Schmidhuber, 2015). In this type of network, information moves from the input nodes through the hidden nodes and then out the output nodes. There are no loops in this type of network, hence the name feedforward. A series of linked nodes can perform complex calculations (Shalev-Shartz & Ben-David, 2014). A subclass of feedforward neural network, particularly used in image analysis and geoscience problems, is the Convolutional Neural Network, or “CNN” ((Lary et al., 2016), (Valueva et al., 2020), (Matsugu et al., 2003)).

CNNs are emerging as a promising technique in many object recognition applications. CNNs combine three architectural ideas including local receptive fields, shared weights, and spatial or temporal subsampling (LeCun & Bengio, 1995). CNNs have multi-layered interconnected channels with a high capacity for learning the features and classifiers. They also have the capacity to adjust parameters jointly and classify simultaneously. Additionally, with this type of ANN, it has the potential to encode both spectral and spatial information into the classification automatically ((Nogueira et al., 2017), (Mahdianpari et al., 2018)). A neuron takes a vector input and performs an operation which produces an output. The most common function is
\[ a = \sigma(wx + b) \quad \text{(Eq. 1)} \]

where \( w \) is a weight vector, \( b \) is the bias, and \( \sigma \) is the activation function.

The weight vectors and the biases are the parameters that define the function. The goal of training the network is to find the optimal values for these parameters. Among the most common activation functions is the rectified linear unit (ReLU) (Maggiori et al., 2017). The ReLU takes the linear weighted sum of its input then outputs a non-linear function of the total input (Hinkelmann, n.d.). It is common to organize a CNNs neurons in sets of stacked layers that transforms the outputs of the previous layer into the inputs of the next layer to allow the network to learn hierarchical features. Finding the optimal network comes down to finding the weights and biases that minimize loss between the predicted values and the target values. Once the loss function has been defined, the weights and biases can be solved for, minimizing that loss. Computing the derivative \((\partial L)/(\partial w_i)\) of the loss function is calculated through backpropagation. Backpropagation consists of computing derivatives of the loss with respect to the last layers parameters by using the chain rule to compute, recursively, the rest of the derivatives. To improve training, CNNs have a special feature, that is every neuron has a spatial coordinate associated with it. With this feature, there are a couple of constraints: the connections are only extended to a limited spatial area determined by kernel size and the same filter is applied to each location. Multiple convolution kernels are learned in every layer and the response to every filter is known as the “feature map.” By enforcing the constraints, a CNN architecture can include a convolutional layer instead of a fully connected layer. The convolutional layer reduces the number of parameters which results in a regularized loss function to allow easier optimization (Maggiori et al., 2017).
Some CNN architectures include downsampling, the reduction in the resolution of the feature maps (Maggiori et al., 2017). The goal of this process is to increase the receptive field, or the small region which is input into the neuron (Mahdianpari et al., 2018). For the predictions of a CNN to consider a larger spatial area, the higher-level reasoning layers should have a large receptive field. To accomplish this, the convolutional kernel size needs to be increased, resulting in the increase of the number of parameters and memory usage. Alternatively, downsampling to a lower resolution is suggested by introducing pooling layers. The pooling layer (Figure 6 (Dertat, 2017)) simply takes the average or the maximum value within a stride, or filter size. CNNs usually contain a fully connected layer on top of the convolutions/pooling layers. This layer is designed to have many outputs as labels and produces the final classification (Maggiori et al., 2017).

![Figure 6](image)

*Figure 6. An example of a pooling layer with a max pool of 2x2 window and a stride of 2, used for downsampling.*

Nguyen et. al. (D. T. Nguyen et al., 2017) shows that the fine-tuning of CNNs outperforms other techniques when it comes to assessing damage from social media imagery data after
disasters. It is common to use a pre-trained CNN as a feature extractor on a new dataset. One popular approach is to use the existing weights of a CNN as an initialization, which is referred as fine-tuning. In this approach, the last layer of the CNN is adapted to suit the task at hand and the pre-trained network is fine-tuned according to the training images from the new dataset. Nguyen et. al. (D. T. Nguyen et al., 2017) applied the commonly used cross-entropy loss function and fine-tuned the VGG-16 CNN model to classify images as severe, mild, and little-to-no damage. The fine-tuned model outperformed the Bag of Visual Words and the not-fine-tuned CNN model in every respect and in every test case (D. T. Nguyen et al., 2017). Alam et. al. (Alam et al., 2017) used a CNN to filter social media images to determine relevancy using the VGG-16 model. A pre-trained VGG-16 was also used for image classification. This model was fine-tuned using social media images and by adapting the last layer of the CNN to comply with the number of classes selected by the user.

Duarte et. al. (Duarte et al., 2018) compared three CNN configurations, trained with multi-resolution image samples against two benchmark networks where only satellite images are used. One benchmark network is trained from scratch while the other is fine-tuned on generic satellite image samples. All three multi-resolution test networks have been created to best combine features from each image resolution level. All the networks use residual connections and dilated convolutions. Because of the hierarchical stacking of convolutional layers that allow the network to learn from lower-level features to high level abstractions, a given layer may need information not only from the immediately previous layer, but also from other previous layers. Residual connections enable this process to occur, effectively allowing every level of a residual network to contribute to the final recognition task. Another component of these networks is dilated convolutions, which allows the network to capture spatial context of multi-resolution images. It is
proven that the neural networks that use multi-resolution imagery outperform the two benchmark networks by 4%.
Chapter 3

DEEP CNN FOR DAMAGE DETECTION

With the discussion in Chapter 2, fine-tuning CNN models which were fitted to computer vision datasets outperform other techniques for damage detection using high-resolution satellite images. This refinement of models can be seen as transferring learned skills to apply them in a different context, also known as transfer learning. Therefore, this work is developed to fine-tune the ResNet152 model, the most widely used backbone architecture in computer vision related designs, to classify damaged and non-damaged buildings on satellite imagery. This model was compared to other ResNet models of varying depths including ResNet34 and ResNet50. ResNet152 was chosen because it gave the best testing accuracy when tested on the same sample set. Additionally, higher-depth ResNet models do not have lower training accuracies than their shallower counterparts by design ((He et al., 2016a), (He et al., 2016b)). The proposed method consists of four primary steps, as shown in Figure 7. It starts with preparing the data by extracting training data for the task of interest (i.e., building footprints and manually labeling them as “Damaged” or “No Damage”) after the satellite imagery has been pre-processed (atmospheric correction and orthorectification). This data is then separated into three categories: training, validation, and testing. Model fine-tuning follows, which modifies the classification layers of the existing architecture and trains the filter weights of the neural network. Finally, output accuracy from the fine-tuned classifier will be assessed using metrics widely available in literature.
In this chapter, the convolutional backbone, ResNet152, will be introduced and discussed first. Its overall architecture will be briefly discussed in section 3.2. In section 3.3, the introduction of the metrics used for accuracy assessment, which are widely used in literature, are discussed. Finally, section 3.4 will focus on the model fine-tuning scheme.

3.1 Residual network

The residual network (ResNet) was introduced by He et. al. (He et al., 2016b) to solve a problem of training deep neural nets. Research suggests that neural network depth is of high importance when training models (Simonyan & Zisserman, 2014). However, when dealing with high-depth networks, a number of issues can arise in the learning process including the problem of vanishing or exploding gradients which curtail convergence ((He et al., 2016b),(G. Huang et al., 2016)). This problem has been addressed by normalized initialization and intermediate
normalization layers. However, when a deep network starts to converge, a degradation problem emerges where accuracy gets saturated and degrades quickly. Degradation occurs when a model gets deeper, and it becomes more difficult for layers to propagate information from the shallower layers causing information loss. This degradation problem is not caused by overfitting the data. Instead, adding additional layers to an already deep model leads to higher training error (He et al., 2016b). ResNet tackled the problem by introducing a so-called “identity shortcut connection,” and a heavy use of batch normalization.

ResNet is constructed from residual building blocks to address the degradation problem. Instead of skipping a few stacked network layers and fitting an underlying mapping, this model fits a residual mapping. Let’s use $H(x)$ to represent the output mapping function:

$$H(x) = F(x) + x \quad \text{(Eq. 2)}$$

Where $x$ is the identity function (input=output) and $F(x)$ represents the residual function (He et al., 2016b). Consider two consecutive layers as shown in Figure 8 below (He et al., 2016b).
Figure 8. Residual learning: a building block of convolution layers.

\( H(x) \) can be considered an underlying mapping to be fit by a few of the stacked layers and \( x \) representing the input to the first of these layers. If we agree that multiple nonlinear layers can approximate complex functions, then equivalently, it should hold that multiple nonlinear layers can approximate a residual function. Because of this, He et. al. (He et al., 2016b) hypothesize that it is easier to learn the residual function \( F \). If the added identity mapping layers of a deeper model are constructed, they should have a training error no larger than the model’s shallower counterpart. With a residual learning system, if identity mappings are optimal, solvers may drive the layer weights towards zero to come close to identity mappings (He et al., 2016b).

Identity mappings are vital parts of the residual learning block. In a ResNet model the core idea is to learn the additive residual function \( F \) with respect to \( h(x_l) \) with a key choice of identity mapping \( h(x_l) = x_l \). This is achieved by attaching the identity skip connection (or shortcut) to the ResNet model. He et. al. (He et al., 2016a) expresses the building blocks, or “Residual Units,” and identity mappings with the following equations where \( x_l \) and \( x_{l+1} \) represent the input and output of the \( lth \) unit respectively, \( F \) is a residual function to be learned, \( h(x_l) = x_l \) representing an identity mapping, \( f \) is a rectified linear unit (ReLU) activation function, \( W_l \) is a set of weights and biases associated with the \( lth \) Residual Unit, and \( K \) representing the number of layers (e.g. 2, 3, 4…).

\[
y_l = F(x_l, W_l) + h(x_l) \quad \text{(Eq. 3)}
\]
\[ x_{t+1} = f(y_t) \]  \hspace{1cm} (Eq. 4)

\[ W_t = \{W_{t,k} | 1 \leq k \leq K \} \]  \hspace{1cm} (Eq. 5)

If both \( h(x_t) \) and \( f(y_t) \) are identity mappings, the “signal could be directly propagated from one unit to another in both the forward and backward passes” (He et al., 2016a). The shortcut connections do not introduce extra parameters to the equation, nor do they introduce additional computational complexity. The dimensions of \( h \) and \( F \) must be equal and if they are not, a linear projection, \( W_s \), must be calculated in the shortcut equation as follows (He et al., 2016b):

\[ y_t = F(x_t, W_t) + W_s h(x_t) \]  \hspace{1cm} (Eq. 6)

This projection shortcut is done by 1x1 convolutions. Another option is to zero-pad entries to increase dimension so that the input and output of a layer have the same dimensions (He et al., 2016b).

Training a deep ResNet CNN can be done with Stochastic Gradient Descent (SGD) with back propagation. Deep neural networks come with a set of issues including vanishing gradients in backward propagation and long training times. As gradient information is back-propagated, repeated convolutions with small weights renders the gradient information ineffectively small in earlier layers (G. Huang et al., 2016). Although many attempts have been made at improving the training deep neural networks, a notable contribution was made with the creation of Batch
Normalization (BN) (Ioffe & Szegedy, 2015). BN standardizes the mean and variance in hidden layers thereby reducing the vanishing gradient problem (G. Huang et al., 2016). Learning with stochastic depth is accomplished in a similar fashion as ResNets. Skip connections are introduced and for each mini batch of training data, a set of layers is randomly selected, and their transform function are removed keeping only their identity skip connections.

3.2 Basic Architecture of ResNet152

The ResNet152 model starts with a 128x128x3 input image to be processed into a 7x7 convolution layer feeding into a 3x3 max pooling layer with both having a stride of 2, then comes a 3-layer residual building block, the design of which is a bottleneck. The first layer of the building block is a 1x1 convolution, the second layer is a 3x3 convolution, and the third layer is another 1x1 convolution. The 1x1 convolution can reduce the number of parameters while not degrading the performance of the network as much (Tsang, 2018). As shown in Figure 9 below, the residual shortcut passes the 3-layer building block (Tsang, 2018). 50 of the residual learning building blocks are used using a total of 150 layers.
The layers have the same number of filters for the same output feature size. However, if the output feature size is halved, the number of features is quadrupled. Downsampling is performed directly by convolutional layers that have a stride of 2. The network ends with a global average pooling layer with a 1000-way fully connected layer with softmax with an output size of 1x1. The 152-layer network architecture is shown in Figure 10 below (L. D. Nguyen et al., 2018).

3.3 Accuracy Assessment

A number of assessments were conducted to assess the accuracy of the ResNet152 model classifying damaged and non-damaged buildings including accuracy, precision, sensitivity, specificity, F1 score, Cohen’s Kappa, and the Matthews Correlation Coefficient (MCC).
Accuracy, or the percentage of correctly classified buildings, can be calculated as (Shin, 2020):

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{Eq. 7}
\]

Where TP refers to the true positive outcome of a confusion matrix, TN as the true negative outcome, FP as the false positive, and FN as the false negative outcome. Positive results are referred to as the “Damage” classification and negative results are referred to as the “No Damage” classification.

Precision, or the proportion of Damage or No Damage predictions that are correctly predicted, can be calculated as (Shin, 2020):

\[
\text{Precision (Damage)} = \frac{TP}{TP + FP} \tag{Eq. 8}
\]

\[
\text{Precision (No Damage)} = \frac{TN}{TN + FN} \tag{Eq. 9}
\]

Sensitivity, or true positive rate, is the proportion of actual positives (“Damage”) identified correctly. Specificity (or the true negative rate) measure the proportion of negatives (“No
Damage") that are correctly identified as negatives (Shin, 2020). Sensitivity and specificity, also known as recall, can be calculated as follows:

\[
\text{Recall (Damage)} = \frac{TP}{TP + FN} \quad \text{(Eq. 10)}
\]

\[
\text{Recall (No Damage)} = \frac{TN}{TN + FP} \quad \text{(Eq. 11)}
\]

The F1 Score is a measure of a test’s accuracy, the harmonic mean of precision and sensitivity. It measures the robustness of the model having a maximum score of 1, meaning perfect precision and recall, and having a minimum score of 0 (Shin, 2020).

\[
F1 \text{ Score} = \frac{2 \times (\text{Precision} \times \text{Sensitivity})}{\text{Precision} + \text{Sensitivity}} = \frac{2 \times TP}{(2 \times TP) + FP + FN} \quad \text{(Eq. 12)}
\]

Cohen’s Kappa Score is a measure of inter-rater agreement, entailing how much the prediction and the ground truth labels agree (Sim & Wright, 2005).

\[
p_o = \left(\frac{TP + TN}{TP + FN + TN + FP}\right) \quad \text{(Eq. 13)}
\]
\[ p_{\text{Yes}} = \left( \frac{TP + FN}{TP + FN + TN + FP} \right) \times \frac{TP + FP}{TP + FN + TN + FP} \] (Eq. 14)

\[ p_{\text{No}} = \left( \frac{FP + TN}{TP + FN + TN + FP} \right) \times \frac{FN + TN}{TP + FN + TN + FP} \] (Eq. 15)

\[ p_e = p_{\text{Yes}} + p_{\text{No}} \] (Eq. 16)

\[ \text{Cohen's Kappa} = \frac{p_e - p_e}{1 - p_e} \] (Eq. 17)

The Matthews Correlation Coefficient (MCC) is used to measure the quality of a binary classification and is essentially a correlation coefficient between the true and the predicted binary classifications. A value of 1 represents a perfect prediction, 0 represents the predictions that are no better than random, and -1 represents total disagreement between predictions and true values. The MCC can be calculated as follows (Shin, 2020):

\[ MCC = \frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}} \] (Eq. 18)

3.4 Model Fine-Tuning

Training deep models typically requires a dataset of sufficient size and training time (weeks or months) (He et al., 2016b). Instead of training deep models from scratch, this work follows the
common practice for solving computer vision problems, which is using transfer learning with a pretrained model for the task of interest. The model selected for this work is ResNet152, a popular backbone architecture in computer vision related designs. It is pretrained on the ImageNet dataset which contains 1.2 million images with 1000 categories. This work focuses on fine-tuning the pretrained ResNet152 model on damaged buildings extracted from satellite imagery. Although this ResNet model will be used on a satellite image, generic image descriptors can be extracted from an unrelated dataset, such as a nature image dataset, and then applied to a different image classification task via transfer learning (L. D. Nguyen et al., 2018). In transfer learning, the base model is trained on a base dataset and task. These learned features are then transferred to a second target network to be trained on the target dataset and task. When the target dataset is smaller than the base dataset, transfer learning can be a powerful tool to train large ResNet networks without the possibility of overfitting (Yosinski et al., 2014). In transfer learning there is a choice of whether to fine-tune the first n layers of the target network. The number of buildings extracted from the satellite image is relatively small compared to the ImageNet nature dataset where the pre-trained ResNet152 is being trained. Therefore, the first layers of the target model will be left “frozen” to keep from overfitting the data. The shallow part of the model tends to learn filters that correspond to more general image features, such as edges and corners. They are recognized as fixed features for images from different application fields. By transferring the pretrained base model to a target model, the weights from the first n layers are proven to be superior to that of an un-pretrained model with random weights. The further away from the first n layers the data goes through, the less useful the pretrained layers will be (Yosinski et al., 2014).

To overcome the issue that collection of a large corpus of training data is often expensive and laborious, data augmentation (DA) is used to improve the model performance by artificially
inflating the original training set with label preserving transformations (Taylor & Nitschke, 2018). Geometric-based transformations methods alter the geometry of the image by mapping the individual pixel values to new destinations, such as flipping, rotation, and cropping schemes. Photometric-based methods alter the RGB channels by shifting each pixel value to new pixel values with pre-defined heuristics, such as color jittering, edge enhancement and fancy PCA. In this work, the rotation scheme was tested by rotating each extracted building $\theta$ degrees all the way to 360 degrees as shown in Figure 11 to increase the amount of training data fivefold. The transformation function is:

$$T = \begin{pmatrix} \cos\theta & -\sin\theta \\ \sin\theta & \cos\theta \end{pmatrix} \ast S$$

(Eq. 19)

Where $S$ is the original image, $T$ is the transformed image, and $\theta$ is the rotation angle.
A few small tests were conducted to test how the degree of rotation affected the results. For example, a 90-degree rotation was applied to the training sets, however the testing accuracy was lower. A balance between accuracy and training time was struck therefore no more than a 72-degree rotation was applied. Also, in addition to being rotated, all images sampled were also georeferenced. The transfer learning principle allows the model to learn the weights of the specific damaged building classification task more effectively. Additionally, increasing the amount of training data used in the chosen method also increased the accuracy of the model and helped the model to generalize better, which will be demonstrated in Chapter 4.
Chapter 4

EXPERIMENTAL STUDY

In this section, the performance of the proposed method introduced in Chapter 3 is demonstrated. The experiments have been implemented under the Jupyter Notebook environment. The WorldView-2 (WV2) satellite imagery of Port-au-Prince, Haiti is provided by Maxar Technologies, acquired on 15 January 2010 after the magnitude 7.0 Haitian earthquake of 12 January 2010. It has a spatial resolution of 1.84 meters (Satellite Imaging Corporation, n.d.) and is freely available under the Maxar open data program. The data consists of 4 images mosaicked together with 3-bands each, in the red, green, and blue spectrums. Ground truth data was collected from the products in support of the Post Disaster Needs Assessment and Recovery Framework (PDNA), produced jointly by the United Nations Institute for Training and Research (UNITAR) Operational Satellite Applications Programme (UNOSAT), the European Commission (EC) Joint Research Centre (JRC), and the World Bank.

4.1 Sample Datasets

Building footprints were extracted from the WV2 satellite imagery and manually labeled as “Damage” or “No Damage” based on the ground truth data. They were randomly split into 322 training samples, 46 validation samples, and 93 testing samples. Figure 12 shows these sample datasets in each category and their distribution in the area. These areas were chosen because 1) detailed building damage info is publicly available; and 2) buildings in these areas are representative in terms of density, size, and structure throughout the commune of Port-au-Prince.
Figure 12. Sample data locations and categories (orange - training, yellow - validation, red - testing A, blue - testing B).

The ResNet152 model was first fine-tuned with the extracted 322 training samples. A second experiment was conducted with the augmented training samples (training\textsuperscript{+}) that are generated from the rotation transformation. Both experiments consisted of using the zero padded training images extracted from the WV2 satellite imagery. In the data augmentation (DA) process, each of these 322 buildings, as previously discussed in Chapter 3, was rotated 72 degrees continuously until 360 degrees shown in Figure 13, thereby increasing the amount of training data
fivefold. Table 1 summarizes the amount of labeled sample data used for each stage of the process. Training data is used for learning the process and to fit the weights for the ResNet152 classifier. Validation data works to tune the parameters of the ResNet152 classifier and to determine, for example, if the training data is sufficient. Finally, the testing data is used to assess the performance of the fully trained classifier, the final model.

Figure 13. The top left image is the original image from the WV2 satellite with the boundary used for image chip extraction. The top middle image is that of the extracted and padded image. The other images show the DA results with 72-degree rotation consecutively.
Table 1. Summary of the amount of training, validation, and testing samples to be used in the fine-tune process.

<table>
<thead>
<tr>
<th>Sample Types</th>
<th>Total</th>
<th>Labeled as Damage</th>
<th>Labeled as No Damage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training (Original)</td>
<td>322</td>
<td>182</td>
<td>140</td>
</tr>
<tr>
<td>Training+ (after DA)</td>
<td>1610</td>
<td>910</td>
<td>700</td>
</tr>
<tr>
<td>Validation</td>
<td>46</td>
<td>26</td>
<td>20</td>
</tr>
<tr>
<td>Testing</td>
<td>93</td>
<td>53</td>
<td>40</td>
</tr>
</tbody>
</table>

4.2 Experiment Implementation

The ResNet152 residual network model was fine-tuned with training samples in two separate experiments (with original training samples and with training+ samples). To assess the results of the training, validation, and testing modules, the respective samples were predicted using the trained model to enable the construction of confusion matrices. The assessment matrices of accuracy, precision, sensitivity, the F1 score, Cohen’s Kappa, and the Matthews Correlation Coefficient (MCC) are derived afterwards.

One critical issue in machine learning is to avoid overfitting or underfitting a model. The purpose of training is to make the validation loss zero. However, if the validation loss is larger than the training loss, overfitting is indicated, and when the opposite is true there is underfitting. If the validation loss and the training loss are equal to each other, robust fitting is achieved (Brownlee, 2019b). A technique called “early stopping” was applied. Using the early stopping technique, the model stops being trained when the validation loss stops improving for five epochs.
straight. The purpose of early stopping is to improve generalization of deep neural networks and to keep a model from overfitting (Brownlee, 2019a).

With early stopping, the model with training data applied stopped improving validation loss on the 15th epoch, entailing the model trained for a total of 20 epochs shown in Table 2. When testing with original training data applied, the model was only trained for six epochs. Therefore, for the two experiments to have a common framework of early stopping, the 20-epoch DA result will be compared to the six-epoch original training data result. Figure 14 shows the results of the ResNet152 models epochs comparing the original training data to the training data. The figure shows at the 15th epoch there is the lowest validation loss for the DA model, which is the goal, however, the difference between validation loss and training loss at that point is one of the greatest in the model. The 17th epoch shows that validation loss is higher than training loss by .01, however, at this point validation loss has peaked. The model stops at the 20th epoch because of early stopping. It is also the epoch where there is a difference of .09 between validation and training, making it the epoch with the second lowest difference and a location with the third lowest validation loss.

Table 2. DA model training return showing training and validation loss.

<table>
<thead>
<tr>
<th>epoch</th>
<th>train_loss</th>
<th>valid_loss</th>
<th>accuracy</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.042376</td>
<td>0.903653</td>
<td>0.515528</td>
<td>0:36</td>
</tr>
<tr>
<td>2</td>
<td>0.936403</td>
<td>0.731321</td>
<td>0.720497</td>
<td>0:22</td>
</tr>
<tr>
<td>3</td>
<td>0.874362</td>
<td>0.575533</td>
<td>0.770186</td>
<td>0:21</td>
</tr>
<tr>
<td>4</td>
<td>0.783001</td>
<td>0.508756</td>
<td>0.776398</td>
<td>0:21</td>
</tr>
<tr>
<td>5</td>
<td>0.767506</td>
<td>0.537253</td>
<td>0.782609</td>
<td>0:21</td>
</tr>
<tr>
<td>6</td>
<td>0.751107</td>
<td>0.613045</td>
<td>0.782609</td>
<td>0:21</td>
</tr>
<tr>
<td>7</td>
<td>0.729267</td>
<td>0.525315</td>
<td>0.751553</td>
<td>0:21</td>
</tr>
</tbody>
</table>
Figure 14. Graph comparing data augmentation and original model training results.
Using the early stopping result of 20 epochs with the training data is the optimal model for a variety of reasons. The amount of time it takes to train the 20-epoch model is significantly less. It took 7.27 minutes to train 20 epochs on training images compared to 12.48 minutes and 18.37 minutes to train 34 and 50 epochs respectively. Secondly, the training and validation loss were the closest at 20 epochs while also taking into consideration the low validation loss. Thirdly, the early stopping feature will not only prevent overfitting but also allow for better generalization for future unseen instances (Brownlee, 2019a). Finally, when comparing accuracies between the 20, 34, and 50-epoch models, the 34 and 50-epoch models only show a slight increase in accuracy at the cost of a significant amount of time.

A confusion matrix (Table 3) can be derived for the results, where four different outcomes, true positive (TP), true negative (TN), false positive (FP), and false negative (FN), will be counted. In this work, positive refers to the “Damage” classification and negative refers to “No Damage.” TP and TN refer to the outcome where the model correctly predicts the intended class. FP, or type 1 error, and FN, or type 2 error, refer to an outcome where the model incorrectly predicts the class (Shin, 2020). The sum of all numbers in the matrix represents the total number of data samples.

Table 3. Structure for a 2x2 Confusion Matrix.

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Damage (P)</th>
<th>No Damage (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Damage (P)</td>
<td>TP</td>
<td>FN</td>
</tr>
<tr>
<td>No Damage (N)</td>
<td>FP</td>
<td>TN</td>
</tr>
</tbody>
</table>
4.3 Result Discussions

The two experiments conducted show that the one with training+ is superior to the one with original training samples. Figure 15 shows a comparison of the results from the two experiments as well as comparing training, validation, and testing accuracies. When DA is applied to the training images, there are training, validation, and testing accuracy of 92%, 85%, and 83% respectively. Using the original training data, the training, validation, and testing accuracies are 50%, 43%, and 53% respectively. On average, the DA accuracies are 38% more accurate when compared to the model with original training samples. There is also an average of a 33% and a 46% improved accuracy result when analyzing the damage and no damage precisions from the original training data and training+ data, respectively. Additionally, the recall assessment for damage and no damage show improvement for the DA result, increasing an average of 29% and 49% respectively. Looking at the measure of the test’s accuracy, or the F1 score calculated from precision and recall, across the board, the test for classifying damaged buildings is better than the test for classifying no damage buildings. The F1 score also shows that the average difference of the two models is between 31% for damage and 47% for no damage. Cohen’s Kappa, the measure of the inter-relatability between the prediction classes and ground truth classes, shows that the model with DA has an average of .78 more inter-relatability than that of the original model. Lastly, MCC values can range from -1 to 1, where -1 indicates total disagreement between prediction and ground truth, 0 indicates the model is random, and 1 means the model has perfect prediction. The MCC score average of the model with DA is .72 and the model with original training data is -.06, demonstrating the model with DA performs much better than the one with original samples.
Figure 15. Graph comparing DA and original model statistics.

Table 4. Confusion matrices of training*, validation, and testing predictions (DA).

<table>
<thead>
<tr>
<th>Training</th>
<th>Predicted Label</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Damage</td>
</tr>
<tr>
<td>True Label</td>
<td></td>
</tr>
<tr>
<td>Damage</td>
<td>168</td>
</tr>
<tr>
<td>No Damage</td>
<td>13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Validation</th>
<th>Predicted Label</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Damage</td>
</tr>
<tr>
<td>True Label</td>
<td></td>
</tr>
<tr>
<td>Damage</td>
<td>23</td>
</tr>
</tbody>
</table>
The results show that when applying DA to the training samples and training the ResNet152 model on that data, there is a remarkably improved performance compared with the model with original training samples. Accuracy, precision, and recall are all higher between the two models suggesting that when training a model, data augmentation on the training data, if the training sample data is limited, is an effective way to improve the model performance.

4.4 Generalization Performance Test of the Fine-Tuned DA Model

In this subsection, the DA fine-tuned model will be tested in different areas for its generalization performance. This section focuses on how building density and building size will affect the trained ResNet152 using a different set of test samples taken from the same image but at a different location and disposition. The first of the two testing data sets is randomly generated as seen in the previous subsection 4.1, and is labeled as ‘Testing A,’ The other is the new set, which is to test the generalization performance of the model and is labeled as ‘Testing B’.

Testing B comprises of 189 samples collected from seven city blocks as shown in Figure 16. These samples, when compared with the 93 samples collected for Testing A, are not spread out over a large area and are not sparsely sampled. Additionally, the building footprints in the Testing B samples are significantly smaller. Table 5 shows that the samples collected for Testing
B are, on average, significantly smaller compared to the samples collected for training in Testing A.

Figure 16. Testing B samples. Red shows damaged buildings and blue shows buildings with no damage.
Table 5. Comparison of building footprint areas.

<table>
<thead>
<tr>
<th>Area (sqm)</th>
<th>Training</th>
<th>Testing A</th>
<th>Testing B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>291.7</td>
<td>360.1</td>
<td>197.0</td>
</tr>
<tr>
<td>Median</td>
<td>197.0</td>
<td>200.0</td>
<td>150.3</td>
</tr>
<tr>
<td>Min</td>
<td>30.1</td>
<td>18.9</td>
<td>33.1</td>
</tr>
<tr>
<td>Max</td>
<td>2058.0</td>
<td>1912.2</td>
<td>1092.7</td>
</tr>
</tbody>
</table>

The accuracy of Testing B was calculated to be 63% compared to that of Testing A’s accuracy of 83%. Precision, or the portion of damage or no damage predictions that are correctly predicted, turned out to be 50% and 80% respectively. The damage precision is 50%, far lower than Testing A’s 85%. Interestingly, however, no damage’s classification for Testing A and Testing B were found to be the same, 80%. Looking at the recall metrics for Testing A and Testing B, we can see that actual positives (“Damage”), or ground truth positives, that are identified correctly, are 85% and 76% respectively. Looking at the recall figure for the no damage classification, comparing Testing A to Testing B, the recall was calculated to be 80% and 55%, respectively. The recall for Damage from both testing areas are superior to that of no damage. The F1 score, or the measure of preciseness and robustness of the model, turned out to be 85% and 60% for Testing A and Testing B’s damaged building classification. It also shows 80% and 65% F1 score for the no damage classification. These measurements show that for the purposes of generalization, the trained ResNet152 model is not robust for generalizing on unseen instances. Finally, Cohen’s Kappa and the Matthews Correlation Coefficient indicate Testing A far outperforms Testing B. Cohen’s Kappa is the measure of how much the prediction and the ground truth labels agree. Testing A has a Cohen’s Kappa of .65 whereas Testing B has a Kappa of .28.
The MCC is a measure of the correlation between the ground truth and the predicted binary classification. Testing A received a value of .65 and Testing B received a value of .30. The Testing B value of .30 entails that the correlation between the ground truth and predicted classifications is more random than that of Testing A’s MCC value.

![Comparison of Testing A and Testing B Results](image)

*Figure 17. Comparison of Testing A to Testing B.*

*Table 6. Testing B confusion matrix.*

<table>
<thead>
<tr>
<th>True Label</th>
<th>Predicted Label</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Damage</td>
</tr>
<tr>
<td>Damage</td>
<td>53</td>
</tr>
<tr>
<td>No Damage</td>
<td>53</td>
</tr>
</tbody>
</table>
The relatively low generalization performance of the trained ResNet152 model can be caused by a couple of factors. One of the factors is the building footprint area of Testing B compared to that of the training building footprints. In Table 5 above, the Testing B average building footprint area is 197.0 sqm compared to the building footprint area of 291.7 sqm for training and 360.1 sqm for Testing A. The small area of the Testing B footprints could have a significant impact on the generalization results since textures included would be smaller, resulting in less features available for classification by the model. Another factor for the relatively poor generalization performance, is the damaged building texture, notably shown in the precision results. The no damage building footprints were taken from buildings with no damage, that is, the rooftops of the buildings are relatively similar throughout the satellite image in the area, whether they are from Testing A or Testing B. Therefore, the precision value for the no damage classification is remarkably the same, 80%. With damaged building footprints, there are many variations to the samples depending on the amount of damage, the type of building rooftop material, and the general non-uniform nature of collapsed buildings. It is difficult to train a model to classify unseen patterns of damage with limited training samples. Therefore, it is reasonable that the Testing B precision results are far less, 50%, then that of Testing A, 85%. Precision, in this case, is the portion of predicted damaged buildings that were correctly predicted as such. The classifier mistook 53 non-damaged rooftops with having damage suggesting that the model needs further work on classifying damaged buildings, determining what is and what is not a damaged rooftop.
Chapter 5

CONCLUSIONS AND FUTURE WORK

This work presented a promising approach to classify damaged and non-damaged buildings on high-resolution satellite imagery using a deep neural network when a large training dataset is not feasible or laborious to collect. With the proposed generic data augmentation based on geometric transformation, the training set can be artificially inflated with labels preserved. As the experiments demonstrated, the DA scheme further boost CNN performance and prevents over-fitting. Additionally, I proposed a fine-tuning strategy with transfer learning that fine-tunes high-level layers of pre-trained ResNet152 model, while keep the low-level layers unchanged. My experimental results indicate that using pre-trained architectures, although not pre-trained on the application of this work (i.e., damaged or no-damaged buildings), is highly effective and results in promising classification (85% and 80% in Testing A precision and recall for classifying damaged and no-damaged buildings respectively). Moreover, the fine-tuning process converged with 20 epochs of training iterations where the validation loss is close to the training loss, which shows the effectiveness of our method.

Future work would be focused on exploring the automating methods to extract building footprint, label training data, and investigating model generalization techniques. It is not in doubt that a larger training dataset would further improve the model performance. However, manual extraction is slow, costly, and laborious. Building detection ML models have been developed to identify buildings from high resolution satellite images, e.g., Fast-RCNN by Ren et. al. (Ren et al., 2017). The challenge remains in automating their labeling. Model generalization is a non-trivial task. Typically, a simple way to improve generalization in ML models is to increase training data size and variation. This is challenging, especially in the damage assessment domain due to a very
small number of past disasters where high-resolution satellite imagery and manual damage assessments are available. This means the model is trained with data that have limited variation in building characteristics, lighting conditions, terrain types, image quality, and camera angles. The model can easily be overfit on the training data and perform poorly out-of-sample. The experiment shown in Section 4.4 illustrated such a need, particularly for classifying damaged buildings due to the lack of data variability in the trained damaged building samples. Further work should investigate techniques to make the model more robust to data flaws. For example, more data augmentation techniques should be investigated to be included in the fine-tuning process.
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